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Multivariate testing is a popular method to improve websites, mobile apps, and email campaigns. A unique aspect of testing in the online space is that it needs to be conducted across multiple platforms such as a desktop and a smartphone. The existing experimental design literature does not offer precise guidance for such a multi-platform context. In this paper we introduce a multi-platform design framework that allows us to measure the effect of the design factors for each platform and the interaction effect of the design factors with platforms. Substantively, the resulting designs are of great importance for testing digital campaigns across platforms. We illustrate this in an empirical email application to maximize engagement for a digital magazine. We introduce a novel “sliced effect hierarchy principle” and develop design criteria to generate factorial designs for multi-platform experiments. To help construct such designs, we prove a theorem that connects the proposed designs to the well-known minimum aberration designs. We find that experimental versions made for one platform should be similar to other platforms. From the standpoint of real world application, such homogeneous sub-designs are cheaper to implement. To assist practitioners, we provide two algorithms to construct the designs that we propose.
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1. Introduction

A highly desirable characteristic of marketing activities online is that they lend themselves to rapid and extensive testing. Online retailers routinely improve the layout of their website to maximize profitability. Websites intended for the purpose of educating visitors evaluate user engagement on an ongoing basis and attempt to improve metrics that include page views and time spent per page. The simplest form of online experimentation is A/B testing. It has become quite popular because tools such as Google Analytics make it easy to implement. A more informative form of online testing is multivariate testing because it allows one to assess the individual effect of multiple factors at the same time. The primary focus of this paper is on constructing new designs for multivariate testing for online experiments.

Online testing is a popular and rapidly growing method in the digital world for applications that include website and email optimization. A report by Forrester evaluates a variety of suppliers that include Adobe, Maxymiser and Optimizely which are well known in the online testing area (Stanhope 2013). For website optimization, consider, for example, the homepage of Liberty Mutual Insurance shown in Figure 1. A typical A/B testing may begin by creating two versions of the website: version A and version B. To implement the test, the website traffic is divided into two disjoint sets. Engagement metrics such as the number of pages navigated determine the winner of the test.

A more informative form of testing involves multiple attributes of the website. In a very simple example, consider the following four website factors, each at two levels (present versus absent): the login tab on top right, the ‘Resources tab’ below it, ‘find a local agent’ tab in the middle, and the ‘Auto Savings and Discounts’ visual at bottom. To find the best combination of these four attributes, one can create sixteen versions of the website for a full factorial design. For an engagement metric such as page views, this multivariate test can help uncover the incremental contribution of each factor and as a result help improve the website layout. As the number of attributes increases, a fraction of all combinations could be used in order to perform the multivariate test (Wu and Hamada 2011). This is often necessary to ensure feasibility and to address cost constraints.
Multivariate experiments in the online space present a new design challenge: experiment needs to be conducted across multiple platforms that include desktops, laptops, tablets, and smartphones. Such experiments are important because a different set of attribute combinations may be optimal for each platform. For example, presence of multiple images may be best for a desktop and in contrast a list of links may be more effective for a smartphone. In this paper, we introduce a new design, called the \textit{sliced factorial design}, for such multi-platform, multivariate online experiments. We develop optimality criteria to construct such designs. This complete design we propose can be partitioned into sub-designs or slices such that each slice is used for one platform.

We have chosen to use the term “slice” because this is how it has been used in the design literature historically. For example, a sliced Latin hypercube design in Qian (2012) can be divided into slices of smaller Latin hypercube designs. Such a design is attractive for building emulators for computer models and performing numerical integration. Similarly, sliced designs constructed by Xu et al. (2011) and Qian (2012) are intended for running simulation experiments and building Gaussian process prediction models. In contrast with extant work, the sliced factorial design proposed by us is intended for performing multi-platform experiments in the digital space.

To establish terminology and to build upon existing literature on the topic, we begin the paper with a detailed review of resolution and aberration based optimality criteria for factorial designs.
The minimum aberration criterion, to the best of our knowledge, is new to the marketing literature and as a result we explain it in some detail. Both resolution and aberration criteria are built upon three fundamental and widely used principles: effect hierarchy, effect sparsity, and effect heredity (Wu and Hamada 2011). In our design framework we ensure that each slice or sub-design follows these fundamental principles. In order to account for the unique multi-platform context, we generalize the effect hierarchy principle to the \textit{sliced effect hierarchy} principle. Our main idea is that each sub design allows accurate assessment of factors that are significant for the corresponding platform and the complete design allows us to identify the interaction between the design factors and the platforms. We impose a reasonable ordinal structure on the effects the experiment is trying to uncover in the cross-platform context. Based on the sliced effect hierarchy principle, we develop extended design criteria called \textit{sliced resolution} and \textit{sliced aberration}. These criteria are then used to generate the sliced factorial designs to perform a multi-platform, multivariate test.

Minimum aberration designs are popular among practitioners and tables to construct them are readily available in software and textbooks (Wu and Hamada 2011). In an effort to build upon the rich results of the aberration literature, we prove a theorem that connects sliced factorial designs to minimum aberration designs. Acting as the bridge between what we already know, this theorem helps construct sliced factorial designs that we propose. Using the extended design criteria and this theorem, we develop two algorithms to construct sliced factorial designs. The first algorithm is for the case where all the combinations of design factors are feasible for all the platforms. This algorithm works for both symmetric and asymmetric designs. The second algorithm is usable in situations where some combinations of design factors may be infeasible for some platforms. This incorporates a typical design constraint wherein not all factors combinations may be feasible for all platforms. An example of such a design constraint on a smartphone would be the inability to include two image based factors, a brand logo and the picture of a child, on one screen. The same combination may work quite well on a desktop.

Based on our new design criteria, we find that it is desirable to have the sliced factorial design be divided into homogeneous slices: experimental versions made for a slice should be as similar
as possible to the ones for other slices. In terms of resources, the multivariate design we propose requires a smaller number of versions compared to other designs. We illustrate that although slices are used to uncover factor effects within each platform, the sliced factorial design can be used to compare the results across different platforms.

Finally, we illustrate our novel design framework in the context of an empirical email optimization application intended to maximize engagement for a digital magazine. In this application we selected six binary attributes and measured design effects across two platforms. The dependent variable of interest was page views and involved over 25,000 users. Because of extensive programming related constraints, the maximum number of versions was restricted to eight. Algorithm 1 was used to generate a sliced factorial design for this study. Google Analytics was used to record the number of page views for each version. Lenth’s test, which is well suited for such unreplicated data, revealed interesting insights about how different factors were effective for different platforms. Based on the results for this multi-platform experiment, the expected gain in page views for the two platforms was 16% and 7%.

The remainder of the paper is organized as follows. In Section 2 we highlight the design literature in marketing and how our research differs from it. Next we lay a foundation for our work by reviewing key design concepts upon which we build our framework. In Section 4 we formulate the multi-platform experiments and explain the sliced effect hierarchy principle. The following section introduces two design criteria that are useful to construct the new designs we propose and presents two algorithms to construct them. In Section 6, we present an empirical application as an illustration for our design framework. Finally, we offer our conclusions in the last section of the paper.

2. Design Literature in Marketing

The reader may find it helpful to contrast our paper with existing research in marketing in the statistical design area. Two such areas appear relevant: designs for discrete choice model and design literature for ratings based conjoint. As it relates to the first area, our research is quite distinct
from the sizable body of marketing literature on design of choice based experiments (Louviere and Woodworth 1983, Huber and Zwerina 1996, Arora and Huber 2001, Sándor and Wedel 2001, 2002, 2005, Kessels et al. 2006, Toubia and Hauser 2007, Yu et al. 2009, Kessels et al. 2009, Liu and Arora 2011) where, unlike our case, the focus is on a particular model: the multinomial logit. For this model the choice design construction process presents a very different set of challenges than what we face. This includes searching for the best design in a high dimensional space. This problem gets conflated with the difficulty that the information matrix is a function of the model parameters. Unlike this stream of research where the primary focus is on a particular model, our focus is the ability to detect certain effects (e.g. how design factors interact with platform type).

A second area that deserves some discussion is design literature on ratings based conjoint. In Green (1974), the author discusses a variety of designs relevant to ratings based conjoint: orthogonal, Latin square and blocked design. Although the design literature for ratings based conjoint analysis (Green and Rao 1971, Green and Srinivasan 1990, 1978, Elrod et al. 1992) shares some common roots with our research, the multi-platform aspect makes our research question quite distinct. When ratings based conjoint was first used in marketing (Green and Rao 1971), the default design criterion was orthogonality. To the best of our knowledge this still continues to be the case (see for example Orthoplan for conjoint analysis in SPSS). Since the inception of the orthogonality criterion, the statistical design literature for linear models has progressed significantly, with the most widely used design optimality criterion today being minimum aberration (Mukerjee and Wu 2007, p. 3). In this paper, we introduce the minimum aberration design criterion to the marketing literature, and build upon it to develop the proposed design framework for the multi-platform context.

3. Review of Factorial Designs at Two Levels

Before presenting our design framework in the next section, we lay the foundation by beginning with a description of what factorial designs are, the fundamental principles that guide factorial designs and formal criteria to construct them. Factorial designs are often used in studies where
the interest is to model the effects of more than one factor simultaneously. These designs are well studied in statistics. Wu and Hamada (2011), Montgomery (2008), and Box et al. (1978) are excellent references on this subject. To serve as a basis for further development, in this section we provide a brief review of factorial designs and the relevant concepts. For ease of presentation, we begin with the case that includes \( k \) two-level factors, denoted by \( 1, \ldots, k \). For each factor, its linear effect on a response variable, denoted by \( y \), is investigated. A full factorial design requires \( 2^k \) runs for the \( k \) factors. Full factorial designs are rarely used in practice for large \( k \). Instead, a fraction of a full factorial design, called a fractional factorial design denoted by \( 2^{k-p} \), is often used. In general, \( 2^{k-p} \) denotes a \( (\frac{1}{2})^p \) fraction of a \( 2^k \) factorial design. The optimal fraction can be selected according to the maximum resolution and aberration criteria that we explain later. A design can be replicated more than once and a design with a single replicate is called an unreplicated design.

3.1. Properties and Principles of Factorial Designs

Two key properties of factorial designs are balance and orthogonality. A design is balanced if each factor level appears in the same number of experimental runs. Two factors are called orthogonal if all their different combinations appear in the same number of experimental runs. A design for which all pair of its factors are orthogonal is called an orthogonal design. As one would expect, a full factorial design is balanced and orthogonal.

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>12</th>
<th>13</th>
<th>23</th>
<th>123</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>( y_1 )</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>( y_2 )</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>( y_4 )</td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>( y_5 )</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>( y_6 )</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>( y_7 )</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>( y_8 )</td>
</tr>
</tbody>
</table>

In Table 1, a full \( 2^3 \) factorial design including all combinations of three factors are shown in the first three columns. The model matrix of the design is provided in the first seven columns of the table.
To estimate the effect $ij \ldots k$, the difference between the average of the $y_n$ values at (+) level of $ij \ldots k$ and the average of the $y_n$ values at (−) level of $ij \ldots k$ is taken, e.g.,

$$ij \ldots k \text{ effect } = \bar{y}(ij \ldots k+) - \bar{y}(ij \ldots k-)$$

(1)

where $\bar{y}(ij \ldots k+)$ is the average of the $y_n$ values at $ij \ldots k+$ and $\bar{y}(ij \ldots k−)$ is defined similarly (Wu and Hamada 2011). For example, in Table 1, main effect 1 is estimated by $\frac{1}{4}(y_5 + y_6 + y_7 + y_8) - \frac{1}{4}(y_1 + y_2 + y_3 + y_4)$.

After defining the effects, an important question is to understand the relative importance and relationship between the effects. Below we list three fundamental principles that serve as the foundation for factorial designs (Wu and Hamada 2011, p. 172).

1. Effect Hierarchy: This principle indicates that lower-order effects are more likely to be important than higher-order effects. For example, main effects are more likely to be important than interaction effects. Further, effects of the same order are equally likely to be important.

2. Effect Sparsity: It indicates that number of relatively important effects in a factorial design is small.

3. Effect Heredity: In order for an interaction to be significant, at least one of its parent main effects should be significant.

These fundamental principles guide the construction and analysis of factorial designs. In most situations, the effects of lower order interactions are believed to be more important than the higher order effects. For this reason, a fractional factorial design can be generated by confounding the effects of higher order interactions with the lower order ones. Lower order effects therefore can be estimated by assuming that higher order interactions are negligible. These principles are also invoked in ratings based conjoint applications in marketing. We now review construction methods for fractional factorial designs.

3.2. Construction of Fractional Factorial Designs

**Fractional Factorial Designs Definition:** consider a one-half fraction of the $2^4$ factorial design. To construct this fractional design, we can first write down a $2^3$ full factorial design using three
factors 1, 2, and 3. The − and + elements associated with the 123 interaction column then can be used to identify the − and + versions of main effect 4 (Table 2). The result is a particular half fractional of the $2^4$ full factorial design. In general, $2^{k-p}$ denotes a $(\frac{1}{2})^p$ fraction of a $2^k$ factorial design. Therefore, the design in Table 2 is a $2^{4-1}$ fractional factorial.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4 = 123</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>$y_1$</td>
</tr>
<tr>
<td>2</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>$y_2$</td>
</tr>
<tr>
<td>3</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>$y_3$</td>
</tr>
<tr>
<td>4</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>$y_4$</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>$y_5$</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>$y_6$</td>
</tr>
<tr>
<td>7</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>$y_8$</td>
</tr>
</tbody>
</table>

Next we define several terms and criteria that are necessary to understand the construction process of fractional factorial designs.

*Defining relation and Resolution:* Using the design in Table 2 with eight observations, eight estimates can be calculated. Each estimate is actually the estimate of the sum of two effects that are confounded. By construction, 4 is confounded with 123. Multiplying the elements of a column by the same column will result in a column of plus signs which corresponds to the identity $I$. Therefore, multiplying both sides of $4 = 123$ by 4 will result in $I = 1234$ which is called the *defining relation* of the design. The interaction 1234 is called the *generator* of the design. Table 3 shows all confounded pairs for the $2^{4-1}$ design $I = 1234$ where the word 1234 has length 4. We will frequently use the fundamental design terms word, length, defining relation, and generator in the remainder of the paper.

<table>
<thead>
<tr>
<th></th>
<th>Confounded Effects for the $2^{4-1}$ Design $I = 1234$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1234</td>
</tr>
<tr>
<td>2</td>
<td>234</td>
</tr>
<tr>
<td>3</td>
<td>134</td>
</tr>
<tr>
<td>4</td>
<td>123</td>
</tr>
</tbody>
</table>
For the construction of the $2^{4-1}$ fractional factorial design, we have chosen the interaction effect $123$ to be confounded with the effect $4$. Any one of the interactions $12, 13, 23$, and $123$ could be confounded with $4$. We chose $123$ based on the maximum resolution criterion that we define next.

To construct a $2^{k-p}$ fractional factorial design, first let $1, ..., k-p$ denote the $k-p$ independent columns that generate the $2^{k-p}$ factorial design. The remaining $p$ columns, $k-p+1, ..., k$ can be generated as interactions of the first $k-p$ columns. Choice of these $p$ columns determines the generators and the defining relation of the design. The defining relation of the design consists of the identity element $I$ plus the group formed by the $p$ generators ($2^{p-1}$ words in the group). For example, the defining relation of the $2^{4-1}$ fractional factorial design in Table 2 includes the identity element $I$ plus one word $1234$. For a $2^{k-p}$ design, let $A_i$ be the number of words of length $i$ in its defining relation. The wordlength pattern of the design is

$$W = (3^{A_3}, \ldots, k^{A_k}).$$

(2)

The resolution, suggested by Box and Hunter (1961), of a $2^{k-p}$ design is defined to be the smallest $r$ such that $A_r \geq 1$ which is the length of the shortest word in the defining relation. In general, a design of resolution $R$ is one in which no $p$ factor effect is confounded with any other effect containing less than $R-p$ factors.

The maximum resolution design is the $2^{k-p}$ design with the highest resolution. It is justified by the effect hierarchy principle that one is interested in choosing a design which confounds higher-order effects compared to a design which confounds lower-order effects. As a lower-resolution design has words with shorter length, which implies the confounding of lower order effects, it is preferable to choose the maximum resolution design. Note that the definition of $W$ starts with $A_3$ as a design with nonzero values for $A_1$ and $A_2$ is undesirable as main effects cannot be confounded with each other.

In our earlier example, the $2^{4-1}$ fractional design with the defining relation $I = \textbf{1234}$ has resolution IV. The $2^{4-1}$ fractional design with the defining relation $I = \textbf{124}$ has resolution III. Therefore, the design with the defining relation $I = \textbf{1234}$ is preferred as it is the maximum resolution design.
Minimum Aberration Designs: For a $2^{k-1}$ design, choice of the best design can be made based on resolution alone. However, resolution is not always enough to select the best design. Consider two $2^{7-2}$ designs $d_1: I = 4567 = 12346 = 12357$ and $d_2: I = 1236 = 1457 = 234567$. The word $12357$ is simply obtained by multiplying the two generators $4567$ and $12346$ of $d_1$. The defining relation of $d_2$ is obtained by a similar mechanism. The wordlength pattern $W(d_1) = (4^1, 5^2, 6^0, 7^0)$ is different from $W(d_2) = (4^2, 5^0, 6^1, 7^0)$ although they both have resolution IV. Since $d_1$ has one word of length 4, it has three confounded pairs of two-factor interactions ($45 = 67$, $46 = 57$, $47 = 56$). In contrast, $d_2$ has six confounded pairs of two-factor interactions as it has two words of length 4 ($12 = 36$, $13 = 26$, $16 = 23$, $14 = 57$, $15 = 47$, $17 = 45$). Thus, $d_1$ is the design which minimizes the number of minimum-length words in the defining relation. It is called a minimum aberration design.

The resolution criterion defined earlier considers the lengths of the shortest words in the defining relation. Judging based on resolution alone, the two designs $d_1$ and $d_2$ in the example above are equivalent, because they both have the maximum resolution $R_{\text{max}}$. The minimum aberration criterion, suggested by Fries and Hunter (1980), searches for a design with the minimum number of words of length $R_{\text{max}}$. Therefore, the concept of aberration is a natural extension of the concept of resolution.

More formally, suppose two $2^{k-p}$ designs $d_g$ and $d_h$ are to be compared. Let $r$ be the smallest integer such that $A_r(d_g) \neq A_r(d_h)$. Design $d_g$ is said to have less aberration if $A_r(d_g) < A_r(d_h)$. If there is no design with less aberration than $d_g$, then $d_g$ is called the minimum aberration design (Wu and Hamada 2011). For a given pair of $k$ and $p$, a minimum aberration design always exists. The minimum aberration criterion can be used to rank any two designs. Like the maximum resolution criterion, it can be justified by the effect hierarchy principle.

To construct minimum aberration designs, the most intuitive approach is to write down all possible sets of $p$ generators, the resulting wordlength patterns, and choose the set of generators that yields the minimum aberration design. However, this approach is not practical for large $k$. 
and $p$. More sophisticated algorithms are needed for constructing the minimum aberration designs for such large problems. Wu and Hamada (2011) tabulates some minimum aberration designs for practical use.

The concepts laid out above will be useful for us to introduce a new design for performing multi-platform, multivariate experiments. In particular, we will build upon two concepts defined above: maximum resolution and minimum aberration. The main point as it relates to the former is that the maximum resolution criterion maximizes the length of the shortest word. That is, it is desirable that we confound main effects with higher order effects than with lower order effects. Along the same lines, the minimum aberration criterion minimizes the number of shortest words in a defining relation of a factorial design. That is, it is desirable that the number of such confounds are as few as possible.

### 4. Formulation of Design for Multi-Platform Experiments

As stated earlier, a highly desirable characteristic of marketing activities online is that they are testable. Online retailers routinely test and improve the layout of their website to maximize profitability. Websites intended for the purpose of educating visitors evaluate user engagement on an ongoing basis and attempt to improve metrics that include page views and time spent per page. Multivariate testing is a popular method in the digital world for applications that include website and email optimization. However, multivariate experiments in the online space present a new design challenge: experiments need to be conducted across multiple platforms that include desktops, laptops, tablets, and smartphones. Such multivariate experiments are important because a different set of attribute combinations may be optimal for different platforms.

Next, we propose a rigorous statistical design framework to address the multi-platform problem. As far as we are aware, this is the first systematic statistical work in this direction. Our basic idea is that the statistical design in the multi-platform context should permit an assessment of factor effects for each platform and the interaction effect between a factor and the platforms. We expect to incorporate the following order of effects in the multi-platform experiment we design. To begin, the
response variable of interest (e.g. page views) is expected to vary by platform. Accurate assessment of difference in page views by platform is an important first step before we assess which factors are significant and for which platform. It is necessary to control for between-platform difference in page views to be able to accurately assess factor effects. This is easily seen in a context where certain factors are only significant for a smaller platform that gets lower web traffic. In such a context, failure to accurately assess between-platform differences in page views could very easily mask such factor effects for the smaller platform. Recent industry reports (e.g. Adobe Digital Index) further emphasize this point by documenting the substantial gap in page views by platform type. One such report (Chaffey 2016) notes that a majority of site visits across a wide variety of industries are from desktops thus making it quite clear that the between-platform difference is expected to be large and significant. Our empirical application reported later further illustrates this point.

After controlling for the between-platform difference effect, the effects associated with the design factors are the central focus of the multi-platform experiment. As only some of the design factors may be significant, accurate assessment of the magnitude of the significant design factors is important. Finally, the effects of the design factors likely vary by platform. The design needs to accurately assess such platform-by-design factor interactions. Among all the effects that an experiment can uncover, our focus is on the following effects and in this order: the between-platform difference effect, the design factor effects and the interaction between the two.

To facilitate development of the ideas we propose, we formally define a multi-platform experiment as follows.

**Definition 1 (Multi-platform Experiment).** Consider a multi-platform experiment for studying $k$ two-level design factors, denoted by $1, \ldots, k$, on $s$ platforms $P_1, \ldots, P_s$. The complete design set $d$ of the experiment consists of $s$ sub designs, $d_1, \ldots, d_s$, with $d_j$ associated with $P_j$. To quantify the difference among the platforms, let $S$ denote a categorical factor, called the slice factor, with $s$ levels. The $j$th level of $S$ is associated with $P_j$. Figure 2 visually displays the design set $d$ of the experiment in Definition 1.
To construct suitable designs for the experiment in Definition 1, we introduce two guiding properties:

**Property 1.** For \( j = 1, \ldots, s \), the sub design \( d_j \) should achieve desirable estimation capacity for the design factors on platform \( P_j \).

**Property 2.** Combined together, the complete design \( d \) should achieve desirable estimation capacity for the slice factor \( S \) and the two-way interactions between \( S \) and the design factors.

In a standard factorial design, the effect hierarchy principle implies that a lower-order effect is more likely to be important than a higher-order effect, and that all effects of the same order are equally likely to be important. Therefore, to construct the sub design \( d_j \), it is desirable to focus on main effects of the design factors. This follows Property 1. Further, the focus of the complete design \( d \) should be on the main effect of the slice factor \( S \) and two-way interactions between \( S \) and the design factors. This follows Property 2.

The set of effects in a multi-platform experiment are expected to follow an order that we formalize next. We formally state the *sliced effect hierarchy principle* for \( d \) to incorporate the slice factor \( S \) in the design construction process. To do so, we divide the effects of \( d \) into two disjoint sets.

For the design \( d \) in Definition 1, let \( E_I \) be the set of all effects with words that exclude the slice factor \( S \) and \( E_S \) be the set of all effects with words that include the slice factor \( S \). Using this notation, we define the sliced effect hierarchy principle as follows:
Sliced Effect Hierarchy Principle

(i) For $E_I$ or $E_S$, the lower-order effects are more likely to be important than the higher-order effects.

(ii) For $E_I$ or $E_S$, effects of the same order are equally likely to be important.

(iii) Any effect in the set $E_S$ is likely to be more important than an effect in $E_I$ that is of the same order.

(iv) Any effect in the set $E_S$ is likely to be less important than an effect in $E_I$ that is of a lower order.

4.1. Illustration

Next we use a simple example to illustrate the sliced effect hierarchy principle and how it differs from the effect hierarchy principle defined in Section 3.

Example 1. For the experiment in Definition 1, let $k = 3$ and $s = 2$ for two platforms $P_1$ and $P_2$. The slice factor $S$ with two levels, $-$ and $+$, represents $P_1$ and $P_2$, respectively. Sub designs $d_1$ and $d_2$ are factorial designs with three factors such that each includes eight factorial effects that are ranked in Table 4 following the effect hierarchy principle.

| Table 4 Effect Hierarchy Principle for Each Sub Design of the Experiment in Example 1 |
|--------------------------------|------------------|
| (i)                          | 1, 2, 3          |
| (ii)                         | 12, 13, 23       |
| (iii)                        | 123              |

The complete design $d$ is a factorial design with three design factors and the slice factor $S$, and includes sixteen factorial effects (see Table 5). The two sets $E_I$ and $E_S$ are $\{1, 2, 3, 12, 13, 23, 123\}$ and $\{S, 1S, 2S, 3S, 12S, 13S, 23S, 123S\}$, respectively. Following the sliced effect hierarchy principle defined above, Table 5 ranks all sixteen factorial effects.

Example 1 illustrates that the sliced effect hierarchy principle assumes a certain order of effects for the design. As we will show next, this principle guides the design that is best suited for a multi-platform experiment.
Table 5  Sliced Effect Hierarchy Principle for the Complete Design of the Experiment in Example 1

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>S</td>
</tr>
<tr>
<td>(ii)</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>(iii)</td>
<td>1S, 2S, 3S</td>
</tr>
<tr>
<td>(iv)</td>
<td>12, 13, 23</td>
</tr>
<tr>
<td>(v)</td>
<td>12S, 13S, 23S</td>
</tr>
<tr>
<td>(vi)</td>
<td>123</td>
</tr>
<tr>
<td>(vii)</td>
<td>123S</td>
</tr>
</tbody>
</table>

4.2. Sliced Effect Hierarchy and Existing Design Methods

The sliced effect hierarchy is a new principle and existing methods cannot be used to construct designs that conform with it. We illustrate this point by discussing how some design methods that appear to be reasonable choices fail to work in the multi-platform contexts. First, consider a random splitting approach that would begin by generating a factorial design for $d$ and then randomly split it into sub designs for $d_j$’s. Although simple to implement, such an approach cannot guarantee that each $d_j$ follows Property 1. Second, another method could be to independently generate all sub designs $d_j$’s and then put them together to form $d$. Unfortunately, such an approach cannot guarantee that $d$ has a desirable structure according to Property 2. Third, blocking is a standard method to form blocks of homogeneous units in a factorial design. While this method works well for agriculture and engineering applications where treatment-blocking interaction is negligible (Wu and Hamada 2011), it is ill-suited for our new design problem. If one uses the slice factor $S$ as a block factor to construct a blocked factorial design $d$ with blocks $d_1, \ldots, d_s$, then $S$ would be confounded with the higher-order interaction effects of the design factors. This assumes that the slice factor $S$ has a negligible interaction with the design factors. This assumption contradicts Property 2 and is counter to the primary goal of how design factor effects may interact with platforms.

In view of the drawbacks of the aforementioned methods, in the next section we explain how to construct new designs for the experiment in Definition 1. Our basic idea is that each sub design $d_j$ should follow the effect hierarchy principle and the complete design $d$ should follow the sliced effect hierarchy principle defined above. We construct the designs by extending resolution and aberration based criteria and call them *sliced factorial designs*. 
5. Construction of Sliced Factorial Designs

In this section, we propose a method for constructing the sliced factorial designs. We first extend the maximum resolution and minimum aberration criteria to accommodate the slice factor. For ease of presentation, we consider the experiment in Definition 1 with two platforms. Assume that the complete design $d$ is a $2^{k+p_1}$ fractional factorial design that consists of two sub designs, $d_1$ and $d_2$, each of which is a $2^{k-p}$ fractional factorial design. The maximum resolution and minimum aberration criteria, as defined in Section 3 for standard fractional factorial designs, can be directly used to judge the statistical quality of each sub design. The resolution-based criterion maximizes the length of the shortest word and the aberration-based criterion minimizes the number of shortest words in a defining relation of a factorial design. For the complete design $d$, we need to modify these criteria to accommodate the sliced effect hierarchy principle. To accomplish this, we first provide some useful notation and definitions.

**Definition 2.** For a $2^{k+p_1}$ complete design $d$ in Definition 1 with $s = 2$,

1. The sliced defining relation is obtained by multiplying the defining relation of $d$ by the slice factor $S$.
2. A sliced word is any word in the sliced defining relation except for the slice factor $S$.
3. The sliced wordlength pattern is the vector

$$SW = (3^{B_3}, \ldots, (k + 1)^{B_{k+1}})$$

where $B_j$ is the number of sliced words of length $j$ and $k$ is the number of design factors.

We now revisit Example 1 to illustrate Definition 2.

**Example 1 (Continued).** Building upon this example that we set up earlier, assume that the complete design is a $2^{4-1}$ fractional factorial design that consists of two sub designs, each of which is a $2^{3-1}$ fractional factorial design. The design $d^{(1)}: I = 123S$ is a minimum aberration design with four factors that can be used as the complete design of this multi-platform experiment. As a
result of \(d^{(1)}\), the sub designs on \(P_1\) and \(P_2\) are \(d_1^{(1)}: I = -123\) and \(d_2^{(1)}: I = 123\), respectively. Both \(d_1^{(1)}\) and \(d_2^{(1)}\) are minimum aberration designs with three factors. For the complete design \(d^{(1)}\), the sliced defining relation is \(S = 123\) which is obtained by multiplying \(I = 123S\) by the slice factor \(S\). The design \(d^{(1)}\) has one sliced word \(123\), which is of length three. The sliced wordlength pattern is then \(SW(d^{(1)}) = (3^1)\).

Following the sliced effect hierarchy principle, we now extend resolution and aberration to accommodate Property 1 and Property 2. We use the sliced wordlength pattern to define sliced resolution as follows:

**Sliced Resolution:** The sliced resolution of a \(2^{k+1-p}\) complete design \(d\) in Definition 1 with \(s = 2\) is defined to be the smallest \(sr\) such that \(B_{sr} \geq 1\), i.e., the length of the shortest sliced word in the sliced defining relation.

Following the sliced effect hierarchy principle, one is interested in maximizing the sliced resolution. Maximizing the sliced resolution ensures that the slice factor \(S\) and its interaction with the design factors can be best estimated. Further, for situations where the complete design \(d\) cannot be judged by its sliced resolution alone, we extend the minimum aberration criterion to a new concept called the sliced minimum aberration:

**Sliced Minimum Aberration Designs:** Suppose that, for the experiment in Definition 1 with \(s = 2\), two \(2^{k+1-p}\) complete designs \(d^{(1)}\) and \(d^{(2)}\) are to be compared. Let \(sr\) be the smallest integer such that \(B_{sr}(d^{(1)}) \neq B_{sr}(d^{(2)})\). Design \(d^{(1)}\) is said to have less sliced aberration if \(B_{sr}(d^{(1)}) < B_{sr}(d^{(2)})\). If there is no design with less sliced aberration than \(d^{(1)}\), then \(d^{(1)}\) is called a sliced minimum aberration design.

For a given pair of \(k\) and \(p\), a sliced minimum aberration design always exists. Built upon the sliced effect hierarchy principle, the sliced minimum aberration criterion allows any two complete designs to be ranked.
Having defined a suitable design criterion for a multi-platform context, we are now ready to construct sliced minimum aberration designs. Lemma 1 below establishes a connection between the sliced minimum aberration criterion and the minimum aberration criterion. Our intention here is to guide the construction of the sliced minimum aberration designs using readily available minimum aberration designs of fewer number of factors.

**Lemma 1.** A \(2^{k+1-p}\) sliced minimum aberration design corresponds to a sliced defining relation in which all sliced words contain \(S\).

**Proof.** A sliced defining relation with all sliced words containing \(S\) means the slice factor \(S\) is not involved in any word of the defining relation for the sliced minimum aberration design. Therefore, no generator uses the slice factor \(S\) to generate the sliced minimum aberration design. For fixed \(k\) and \(p\), it is sufficient to show that any sliced defining relation with at least a sliced word excluding \(S\) is inferior to a sliced defining relation that includes \(S\) in all its sliced words. Any sliced factorial design with a sliced word excluding \(S\) has \(S\) involved in the defining relation of the sliced factorial design, and hence \(S\) is used in the generators to generate the sliced factorial design. We prove for the case where one generator uses \(S\). The proof can be easily generalized to the case where more than one generator uses \(S\). Consider a \(2^{k+1-p}\) sliced factorial design \(d\) that has \(p-1\) generators not involving \(S\) and one generator \(g\) involving \(S\). It is sufficient to show that a design with all generators excluding \(S\) is better according to the sliced aberration criterion. Form a new design \(d_{\text{new}}\) by removing \(S\) from \(g\). Call the new generator \(g_{\text{new}}\). As \(S\) only appears in \(g\), the product of \(g_{\text{new}}\) with other generators will result in a word excluding \(S\). Comparing the sliced defining relation of \(d\) with \(d_{\text{new}}\)'s shows that the length of all the sliced words formed by \(g_{\text{new}}\) has increased by one, and the lengths of all other sliced words remain the same. Therefore, \(d_{\text{new}}\) is better according to the sliced aberration criterion.

We now revisit Example 1 to illustrate Lemma 1.
Example 1 (Continued). Let us revisit the design \( d^{(1)} \) that we discussed earlier. We note that \( d^{(1)} \) with the sliced defining relation \( S = 123 \) is not a sliced minimum aberration design because the sliced word \( 123 \) does not contain \( S \). The only generator of \( d^{(1)} \), as defined in Section 3, is \( 123S \) which uses \( S \). Following the proof of Lemma 1, removing \( S \) from this generator results in a sliced defining relation of \( S = 123S \) that is superior to the sliced defining relation of \( d^{(1)} \).

To find a sliced minimum aberration design, it is sufficient to search among possible complete designs for which the sliced defining relations contain \( S \) in all their sliced words. As all sliced words contain \( S \), removing \( S \) from the sliced defining relation of such designs result in a defining relation with all words excluding \( S \). Therefore, minimizing the number of shortest sliced words in the sliced defining relation of a \( 2^{k+1-p} \) complete design \( d \) is equivalent to minimizing the number of shortest words in the defining relation of a \( 2^{k-p} \) fractional design consisting of design factors only. This leads to Theorem 1.

**Theorem 1.** The sliced defining relation of a \( 2^{k+1-p} \) sliced minimum aberration design can be generated by multiplying the slice factor \( S \) to the defining relation of a \( 2^{k-p} \) minimum aberration design consisting of the design factors only.

An extremely useful outcome of Theorem 1 is that it provides an easy way to construct sliced minimum aberration designs by using existing minimum aberration designs of fewer number of factors. To construct \( 2^{k+1-p} \) sliced minimum aberration designs by using this theorem, one can begin by generating a \( 2^{k-p} \) minimum aberration design consisting of the design factors for one platform and then repeat the same design for the other platform. To illustrate this point, we now use Theorem 1 to construct a sliced minimum aberration design for Example 1.

Example 1 (Continued). The design \( I = 123 \) is a \( 2^{3-1} \) minimum aberration design consisting of design factors that can be used for both platforms. Multiplying \( I = 123 \) by \( S \) provides the sliced defining relation \( S = 123S \) of the sliced minimum aberration design \( d^{(2)} \). As \( d^{(2)} \) has the defining relation \( I = 123 \), it is not a \( 2^{4-1} \) minimum aberration design consisting of all four factors. Design
$d^{(2)}$ has one sliced word $123S$ of length four. The sliced wordlength pattern is then $SW(d^{(2)}) = (4^1)$. To illustrate that $d^{(2)}$ is a better design than $d^{(1)}$, we compare their confounded effects involving the slice factor $S$. These confounded effects for $d^{(1)}$ are $S = 123$, $1S = 23$, $2S = 13$, and $3S = 12$. In contrast, the confounded effects of $d^{(2)}$ are $S = 123S$, $1S = 23S$, $2S = 13S$, and $3S = 12S$. This provides more estimation capacity for the slice factor $S$ because, according to sliced effect hierarchy principle, $123S$ is less likely to be important than $123$. Along the same lines, $d^{(2)}$ confounds $1S$ with $23S$ and this provides more estimation capacity than confounding $1S$ with $23$. Using the same argument, it is more desirable to confound $2S$ with $13S$ and $3S$ with $12S$.

To construct a sliced minimum aberration design for the complete design $d$ in Definition 1, we use the idea in Theorem 1 to provide a simple algorithm for the case where all combinations of the design factors are feasible within all platforms. Later, we propose a second algorithm for the more general situation where some combinations of the design factors may be infeasible for some platforms.

**Algorithm 1.**

*Step 1:* For platform $P_1$ of the experiment in Definition 1, find a minimum aberration design for the design factors and use it for all sub designs $d_1, d_2, \ldots, d_s$.

*Step 2:* For $j = 1, \ldots, s$, add the $j$th level of the slice factor to experimental versions of $d_j$.

*Step 3:* Combine all sub designs in Step 2 to obtain a sliced minimum aberration design $d$.

Next we use an example involving a greater number of factors to illustrate Algorithm 1.

**Example 2.** For the experiment in Definition 1, let $k = 8$ and $s = 2$ for two platform $P_1$ and $P_2$. The slice factor $S$ is defined with two levels $+$ and $-$, representing platforms $P_1$ and $P_2$, respectively. Consider a $2^{9-3}$ complete design $d$ that consists of $d_1$ and $d_2$, each being a $2^{8-3}$ factorial design. Following Step 1 of Algorithm 1, three generators $g_1: 13458$, $g_2: 1247$, and $g_3: 1236$ provide the $2^{8-3}$ minimum aberration design of the design factors (Wu and Hamada 2011, p. 254). Using
the same design for both platforms results in the defining relation of $I = 1236 = 1247 = 3467 = 13458 = 24568 = 23578 = 15678$ for both $d_1$ and $d_2$.

The words $3467$, $24568$, $23578$, and $15678$ are simply obtained by the products $g_2 \times g_3$, $g_1 \times g_3$, $g_1 \times g_2$, and $g_1 \times g_2 \times g_3$ respectively. The resulting experimental versions for both $d_1$ and $d_2$ are $\{8, 167, 2678, 12, 36, 1378, 237, 12368, 47, 1468, 246, 12478, 34678, 134, 23458, 12345678\}$, where $24568$, for instance, represents the version that has five factors 2, 4, 5, 6, and 8 at $+$ and the other three factors 1, 3, and 7 at $-$. Adding $S$ to all experimental versions of $d_2$ and combining it with $d_1$ provides the $2^9$ sliced minimum aberration design with the sliced defining relation $S = 1236S = 1247S = 3467S = 13458S = 24568S = 23578S = 15678S$ that has the sliced wordlength pattern $(5^3, 6^4)$.

For the experiment in Definition 1, for situations where some combinations of the design factors may be infeasible for some platforms, exact sliced minimum aberration designs cannot be guaranteed. We provide a second algorithm that searches all designs that are orthogonal and balanced in main effects until it reaches the best possible sliced factorial design. This algorithm assumes that $s = 2$. By applying Step 1 of Algorithm 1, there are $2^p$ fractions to be selected for sub design $d_1$. It is assumed that all experimental versions of at least one of the fractions are feasible within each platform. We first introduce some useful notation.

For the experiment in Definition 1 with $s = 2$, let $M$ be the set of all $2^{k+1-p}$ complete designs $d$’s. We partition the set $M$ into three disjoint sets, $M_1$, $M_2$, and $M_3$, based on the defining relations of the sub designs $d_j$’s:

$M_1$: The set of $2^{k+1-p}$ complete designs $d$’s for which the defining relations of both sub designs $d_j$’s are the same.

$M_2$: The set of $2^{k+1-p}$ complete designs $d$’s for which the defining relations of both sub designs $d_j$’s have the same words but different use of $+/–$. 
$M_3$: The set of $2^{k+1-p}$ complete designs $d_j$'s for which the defining relations of sub designs $d_j$'s have different words.

A sliced minimum aberration design generated by Algorithm 1 belongs to the set $M_3$. It is easy to show that any design from the set $M_3$ is neither balanced nor orthogonal in main effects. Therefore, no designs from the set $M_3$ is considered. For the case where some combinations of design factors may be infeasible and no sliced minimum aberration design from the set $M_3$ is possible, one should search for a design from the set $M_2$. Definition 3 provides a design from the set $M_2$.

**Definition 3.** Consider the experiment in Definition 1 with $s=2$, where the sub design $d_1$ is a $2^{k-p}$ factorial design with $p$ generators $g_1, \ldots, g_p$. Let $g_{i_1}, \ldots, g_{i_t}$, $t \in \{1, \ldots, p\}$, denote a sub selection from $g_1, \ldots, g_p$. Then, we define

1. The generator $-g_j$ is obtained by changing the $+/-$ sign of the generator $g_j$, $j = 1, \ldots, p$.
2. Among all the words in the group formed by all $p$ generators $g_1, \ldots, g_p$, the set $<g_{i_1}, \ldots, g_{i_t}>$ represents the sub selection of words formed by $g_{i_1}, \ldots, g_{i_t}$.
3. The complete design $d$ is determined by $g_{i_1}, \ldots, g_{i_t}$ if the sub design $d_{-g_i}$ is a $2^{k-p}$ factorial design with $p$ generators consisting of $-g_{i_1}, \ldots, -g_{i_t}$ and the rest $p-t$ generators being the same as $d_1$.

We now revisit Example 2 to illustrate Definition 3.

**Example 2 (Continued).** Construct $d_1$ using three generators $g_1: 13458$, $g_2: 1247$, and $g_3: 1236$, and $d_2$ using three generators $-g_1: -13458$, $g_2: 1247$, and $g_3: 1236$. As a result, $d_1$ and $d_2$ have defining relations $I = 1236 = 1247 = 3467 = 13458 = 24568 = 23578 = 15678$ and $I = 1236 = 1247 = 3467 = -13458 = -24568 = -23578 = -15678$, respectively. By combining $d_1$ and $d_2$, the sliced defining relation $S = 1236S = 1247S = 3467S = 13458S = 24568S = 23578S = 15678S$ is provided for $d$ whose slicing is determined by $g_1$ and has the sliced wordlength pattern $(5^7)$. The set of words formed by $g_1$ is $<g_1> = \{13458, 24568, 23578, 15678\}$. It is important to note that these words have different use of $+/-$ in the defining relations of $d_1$ and $d_2$. The
goal is to have the words in this set as long as possible because this will result in increase of the sliced aberration of $d$. These four words change the sliced wordlength pattern $(5^3, 6^4)$ of the sliced minimum aberration design to $(5^7)$ for the design whose slicing is determined by $g_1$. The design whose slicing is determined by $g_1$ belongs to set $M_2$ as the defining relations of both its sub designs have the same words but with different use of $+/−$. Similarly, the design whose slicing is determined by $g_1$, $g_2$ is constructed by using three generators $g_1$, $g_2$, and $g_3$ for $d_1$ and three generators $−g_1$, $−g_2$, and $g_3$ for $d_2$. The set of words formed by $g_1$, $g_2$ is $<g_1, g_2> = \{1247, 3467, 13458, 24568\}$. The design whose slicing is determined by $g_1$, $g_2$ belongs to set $M_2$.

Algorithm 2 constructs the complete design $d$ for the experiment in Definition 1 with $s = 2$ as follows:

**Algorithm 2.**

**Step 1:** Find all $p$ generators $g_i$’s of a $2^k-p$ minimum aberration design for $k$ design factors.

**Step 2:** Among all $2^p$ fractions created by $g_i$’s, if there is a fraction for which all experimental versions are feasible for both platforms, choose it for both sub designs, $d_1$ and $d_2$, to form a sliced minimum aberration design; otherwise go to Step 3.

**Step 3:** For all sub selections of generators from $g_1, \ldots, g_p$, create all $2^p$ sets $<g_{i_1}, \ldots, g_{i_t}>$’s as defined in Definition 3, $t \in \{1, \ldots, p\}$.

**Step 4:** Rank all the sets formed in Step 3 with the highest rank being the set of longest words and the lowest rank being the set of shortest words.

**Step 5:** For the set with the highest rank, generate the design whose slicing is determined by the relevant generators.

**Step 6:** If sub designs of the design generated in Step 5 have all experimental versions feasible on the platforms, assign one sub design to each platform, add the associated level of the slice factor to the experimental versions, and combine them to form $d$; otherwise remove this set from the ranked list of Step 4 and continue from Step 5.
Figure 3 displays the flow chart of Algorithm 2. We now revisit Example 2 to illustrate Algorithm 2.

**Example 2 (Continued).** Let us assume that version 8 should be in sub design $d_1$ and the combination 24568 cannot be used in the experimental versions of sub design $d_2$. Therefore, the sliced minimum aberration design cannot be obtained. Using the design whose slicing is determined by $g_1$ provides the experimental versions \{NULL, 1678, 267, 128, 368, 137, 2378, 1236, 478, 146, 2468, 1247, 3467, 1348, 234, 1234678, 58, 1567, 25678, 125, 356, 13578, 2357, 123568, 457, 14568, 2456, 124578, 345678, 1345, 23458, 1234567\} for $d_2$, where NULL represents the version with all eight design factors at $-$. The design whose slicing is determined by $g_3$ can also be used that provides the experimental versions \{68, 17, 278, 126, 3, 13678, 2367, 1238, 467, 148, 24, 124678, 3478, 1346, 23468, 12347, 56, 1578, 257, 12568, 358, 13567, 235678, 1235, 45678, 145, 2458, 124567, 3457, 134568, 23456, 1234578\} for $d_2$. The design whose slicing is determined by $g_2$ results in the experimental versions \{87, 16, 268, 127, 367, 138, 23, 123678, 4, 14678, 2467, 1248, 3468, 1347, 23478, 12346, 57, 1568, 256, 12578, 35678, 135, 2358, 123567, 458, 14567, 245678, 1245, 3456, 134578, 23457, 1234568\} for $d_2$. Therefore, the design whose slicing is determined by $g_2$ cannot be used as the experimental version 245678 includes the combination 24568.
To compare the property of the design whose slicing is determined by $g_1$ with the design whose slicing is determined by $g_3$, compare the set $<g_1> = \{13458, 24568, 23578, 15678\}$ with $<g_3> = \{1236, 3467, 24568, 15678\}$. The set $<g_3>$ has two words of length four which are shorter than all words in $<g_1>$. The set $<g_3>$ changes the sliced wordlength pattern $(5^3, 6^4)$ of the sliced minimum aberration design to $(4^2, 5^3, 6^2)$ for the design whose slicing is determined by $g_3$. The design whose slicing is determined by $g_1$ is hence better since its sliced wordlength pattern is $(5^7)$.

Table 6 includes all different designs whose slicing is determined by different combinations of three generators $g_1$, $g_2$, and $g_3$. All eight sliced factorial designs considered in Table 6 are the designs that best satisfy Property 1 because all their sub designs are minimum aberration designs consisting of design factors only. However, these sliced factorial designs perform differently in terms of Property 2. Among all these sliced factorial designs that are orthogonal and balanced in main effects, the sliced minimum aberration design is the best.

6. Empirical Application

The purpose of this study was to improve the email design for a digital magazine published by the business school of a university. This magazine has both print and digital versions. The business school sends an email to its alumni base twice a year inviting them to read a variety of news in the magazine. The invitation email contains links to the landing page and multiple articles that relate to the business school. Version one in Table 8 shows the top half of the most recent issue of the magazine prior to this study. To maintain integrity of the review process we have masked parts of the magazine that may reveal the school name. We intend to remove the masked sections at a later time.
<table>
<thead>
<tr>
<th>Rank</th>
<th>Sliced Factorial Design</th>
<th>The Set $&lt;\text{determining generators}&gt;$</th>
<th>Sliced Wordlength Pattern</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sliced minimum aberration design</td>
<td>Empty set</td>
<td>$(5^3,6^4)$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Slicing determined by $g_1$</td>
<td>$&lt; g_1 &gt;= {13458, 24568, 23578, 15678}$</td>
<td>$(5^7)$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Slicing determined by $g_2$</td>
<td>$&lt; g_2 &gt;= {1247, 3467, 23578, 15678}$</td>
<td>$(4^2,5^3,6^2)$</td>
<td>MA design</td>
</tr>
<tr>
<td>3</td>
<td>Slicing determined by $g_1, g_2$</td>
<td>$&lt; g_1, g_2 &gt;= {1247, 3467, 13458, 24568}$</td>
<td>$(4^2,5^3,6^2)$</td>
<td>MA design</td>
</tr>
<tr>
<td>3</td>
<td>Slicing determined by $g_3$</td>
<td>$&lt; g_3 &gt;= {1236, 3467, 24568, 15678}$</td>
<td>$(4^2,5^3,6^2)$</td>
<td>MA design</td>
</tr>
<tr>
<td>3</td>
<td>Slicing determined by $g_1, g_3$</td>
<td>$&lt; g_1, g_3 &gt;= {1236, 3467, 13458, 23578}$</td>
<td>$(4^2,5^3,6^2)$</td>
<td>MA design</td>
</tr>
<tr>
<td>3</td>
<td>Slicing determined by $g_2, g_3$</td>
<td>$&lt; g_2, g_3 &gt;= {1236, 1247, 24568, 23578}$</td>
<td>$(4^2,5^3,6^2)$</td>
<td>MA design</td>
</tr>
<tr>
<td>3</td>
<td>Slicing determined by $g_1, g_2, g_3$</td>
<td>$&lt; g_1, g_2, g_3 &gt;= {1236, 1247, 13458, 15678}$</td>
<td>$(4^2,5^3,6^2)$</td>
<td>MA design</td>
</tr>
</tbody>
</table>

* MA: minimum aberration
For this study, the team managing the digital magazine identified six binary design factors for the multivariate test for two platforms $P_1$ and $P_2$. Platform $P_1$ refers to a tablet or cell phone and $P_2$ refers to a desktop or laptop computer. We decided to combine the two devices for each platform in order to have enough observations/platform. For contexts where the expected sample size is large, this aggregation would be unnecessary. The slice factor $S$ is defined as a binary for which the level $-1$ represents platform $P_1$ and the level $+1$ represents platform $P_2$. For a full design we would have to create $2^6$ versions for each platform $P_1$ and $P_2$. Instead, using the design criteria developed in Section 5, we create $2^3$ versions to perform the multivariate testing. The design we use is a $2^{7-3}$ sliced factorial design. Table 7 includes six binary design factors that were identified for this study. These factors are 1: full width banner, 2: stories with minimal teaser, 3: class note stories, 4: cover image at top, 5: full width logo, and 6: call to action button. For each design factor, the $+$ level is the change from the control version of magazine. The control version was identical to the most recently published magazine prior to this study (version one in Table 8).

Each additional version in a multivariate design has an associated incremental cost. In our empirical application, because of the extensive programming related resource constraints, the maximum number of versions was restricted to eight. In another multi-platform experiment context, such as website redesign, constraints include number of websites that one could realistically test without disrupting business. The eight versions in our setup included the control version, the format used in the most recent magazine prior to this study. We used Algorithm 1 to generate a sliced factorial design for this study. The algorithm generated a sliced minimum aberration design that required eight versions. In contrast, a blocked design would have required sixteen versions thus needing greater resources compared to our methodology.

The first version of our design is the control version which is partially presented in Table 8. Version two has factors 1, 4, and 5 that are at $+$ levels and the remaining three factors are at $-$ levels. Similarly, version three has factors 2, 4, and 6 at $+$ levels although the other three factors are at $-$ levels. Version four has factors 1, 2, 5, and 6 at $+$ levels and the remaining factors are at
<table>
<thead>
<tr>
<th>Factor</th>
<th>+</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Selected articles in a full width banner format</td>
<td>Keep as is in the control version</td>
</tr>
<tr>
<td>2</td>
<td>Stories with very minimal teaser copy</td>
<td>Keep as is in the control version</td>
</tr>
<tr>
<td>3</td>
<td>The class notes story as a set of 3 example notes</td>
<td>Keep as is in the control version</td>
</tr>
<tr>
<td>4</td>
<td>An image of the cover at top</td>
<td>Keep as is in the control version</td>
</tr>
<tr>
<td>5</td>
<td>The full width Logo on top</td>
<td>Keep as is in the control version</td>
</tr>
<tr>
<td>6</td>
<td>A call to action button on top</td>
<td>Keep as is in the control version</td>
</tr>
</tbody>
</table>
levels. Version five has factors 3, 5, and 6 at + levels and the rest at − levels. Version six has factors 1, 3, 4, and 6 at + levels and the rest at − levels. Version seven has factors 2, 3, 4, and 5 at + levels and the rest at − levels. Finally for version eight, three factors 1, 2, and 3 are at + levels and the remaining factors are at − levels. Table 8 and Table 9 include the top part of all eight versions used for our empirical application. For versions five, six, seven, and eight class notes are displayed as a set of 3 example notes at the bottom.

The response variable for this study is the number of page views that are obtained from Google Analytics. Google Analytics records page views for each version of the study. These data are aggregated across users that are exposed to each version. How page views vary within a version is not known to us. This is very typical of Google Analytics data. Therefore, a popular method called Lenth’s test (Lenth 1989) is used to identify statistically significant factors for this study. The Lenth’s test is specifically designed for testing effects in experiments for which variance estimates are not available. It is simple to use and performs well according to Hamada and Balakrishnan (1998) who report an extensive review of different methods one could use to analyze an unreplicated factorial experiment. The Lenth’s test is also well studied by Ye and Hamada (2000).

To use Lenth’s test, a robust estimator of the standard deviation of estimated effects called the pseudo standard error (PSE) is considered (Wu and Hamada 2011). To calculate PSE, an initial standard error is defined to be 1.5 times the median of the absolute value of estimated effects, where 1.5 is the scaling factor. This initial standard error is a consistent estimator of the standard deviation of estimated effects when the effects are zero and the underlying error distribution is normal. Lenth’s method then trims the estimated effects by considering the ones within 2.5 times the initial standard error. PSE is defined to be 1.5 times the median of the absolute value of the trimmed estimated effects, and is a robust estimator of the standard deviation of estimated effects. The term “robust” here means that PSE’s performance is not sensitive to the nonzero effects. A t-like statistic is then defined by dividing the estimated effects by PSE. This statistic is compared with critical values provided by Lenth (1989) to assess if an effect is significant. Table 10
<table>
<thead>
<tr>
<th>Version one: control version</th>
<th>Version two: 145</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Version three: 246</th>
<th>Version four: 1256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version five: 356</td>
<td>Version six: 1346</td>
</tr>
<tr>
<td>------------------</td>
<td>------------------</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Version seven: 2345</th>
<th>Version eight: 123</th>
</tr>
</thead>
</table>
includes some descriptive statistics for this study. The total number of recipients is 25,693 and they are divided into roughly equal eight sets, each set of recipients received a version of the email. The simplest analysis for multivariate testing is to ignore the slice factor and analyze the data to measure the effect of each design factor across platforms. In this study, we will compare the results of such simple analyses with the results that do not ignore the slice factor.

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Descriptive Statistics for Empirical Application</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V1</td>
</tr>
<tr>
<td>Recipients</td>
<td>3225</td>
</tr>
<tr>
<td>Page views</td>
<td>674</td>
</tr>
</tbody>
</table>

There are eight versions for each platform and as a result seven effects of design factors can be estimated per platform. Table 11 includes the confounded effects within each platform of our empirical study. These confounded effects are identified by the sliced factorial design we generated by using Algorithm 1. Such confounds are implicit in any fractional factorial design that one uses in marketing and we make them explicit to offer greater clarity. For convenience, we label each set of confounded effects. To begin the analyses, we combine the data of both $P_1$ and $P_2$ for each version to study the significance of seven effects that are provided in Table 11. Table 12 shows the effects of design factors using such aggregated data across platforms. Using Lenth’s method none of the effects are found to be significant at $\alpha = 0.1$. The results from across-platform aggregate analyses suggests that any change to the existing email design (control version) will not enhance page views. Therefore, no changes to the email design are necessary.

Next we repeat the analyses using the sliced factorial design framework. In contrast to the simple aggregate analyses reported above, slices are used for analyses using disaggregate data on both $P_1$ and $P_2$. Tables 13 and 14 include the effects of design factors that are estimated using sub designs $d_1$ on platform $P_1$ and $d_2$ on platform $P_2$, respectively. Once again, Lenth’s method is used to test the significance of effects and to report the p-values. Following Property 1, the analyses for each slice are used to estimate the effect of designs factors within each platform.
Comparing the results of Tables 13 and 14 suggests that effect C is significant on $P_2$ (desktops and laptops) although two effects F and G are significant on $P_1$ (smartphone, tablet). Table 11 reveals that effect C is the sum of the following confounded effects 3, 15, 26, 245, 146, 1234, 3456, 12356. As slices follow effect hierarchy principle, C can be viewed to represent effect 3 by assuming that all higher-order confounded effects are negligible. The main takeaway for $P_2$ from Table 14 is that displaying class notes as a set of three (see factor 3 in Table 7) will improve the number of page views and that other factors are unlikely to have a positive effects on page views.
Looking at the results for $P_1$ in Tables 13, the two significant effects are $F$ and $G$. Table 11 shows that effect $F$ is the sum of the following confounded effects $6, 23, 45, 134, 125, 1246, 1356, 23456$. As slices follow effect hierarchy principle, $F$ can be viewed to represent effect $6$ by assuming that all higher-order confounded effects are negligible. Further, effect $G$ is the sum of the following confounded effects $16, 34, 25, 145, 246, 356, 123, 123456$. Once again, the effect hierarchy principle suggests that $G$ represents sum of three effects $16, 34, 25$. Next, by applying the effect heredity principle, $G$ can be viewed to represent effect $16$ as its parent $6$ is significant. The effects $34$ and $25$ can be safely assumed to be zero because their parent effects ($2, 3, 4, 5$) are statistically insignificant. The effect $6$ is positive and the effect $16$ is negative. Therefore, the main takeaway for $P_1$ is that adding the call to action button on top (factor 6 in Table 7) and refraining from the full width banner format (see factor 1 in Table 7) will improve number of page views. The remaining factors do not impact page views in any way so should not be considered for adoption the next digital magazine.

Following Property 2, to compare the results of two platforms, the complete design $d$ is then used to estimate the slice factor and its interaction with the platform specific significant effects. Table 15 includes four effects $S, 3S, 6S, 16S$. The effect $S$ is positive and significant implying that $P_2$ brings significantly more page views compared to $P_1$. Further, the magnitude of the effect $S$ is around three times larger than the effects of design factors. This is important to note because it is consistent with the sliced effect hierarchy principle. The effects $3S, 6S, 16S$ uncover the way the effects $3, 6, 16$ interact with the slice factor, respectively, meaning how these effects differentially affects page views from $P_1$ to $P_2$. We note that these interactions are not statistically significant implying that the differential effects of $3, 6, 16$ on page views from $P_1$ to $P_2$ are not significant. As a result, one version that adopts the changes of displaying “class notes as a set of three”, adding the “call to action button”, and refraining from the “full width banner format” will improve number of page views for both platforms $P_1$ and $P_2$.

Next, we calculate the expected incremental gain in page views because of the design changes the multi-platform multivariate test reveals. For $P_2$, average pageview can be estimated using

$$\text{Average Pageview} = 1.864 + 0.139C.$$

(4)
When compared to the control group, this suggests an expected 16% gain in page views when the “class notes story” ($C = +$ vs. $C = -$) is included in the magazine design. Similarly for $P_1$, average pageview can be estimated by using

$$\text{Average Pageview} = 1.193 + 0.019F - 0.022AF.$$  \hspace{1cm} (5)

When compared to the control group, this provides a 7% gain in page views when the “call to action” button is added on the top and the “full width banner format” ($F = +$ and $A = -$ vs. $F = -$ and $A = -$) is excluded in the magazine design.

In sum, we find that ignoring platform differences by aggregating the data and estimating effects is misleading as it suggests that no changes should be made to the control version. The sliced factorial design methodology suggests different set of designs factors would increase page views for $P_2$ and $P_1$. Displaying the class notes story will improve pageview on $P_2$ and adding the call to action button on top while avoiding the full width banner format will improve page views on $P_1$.

As a result of this multivariate test, the next issue of the digital magazine (see Figure 4) adopted the following changes to increase page views: (i) display the class notes story, (ii) add the call to action button on top, and (iii) not use the full width banner format.

7. Conclusion

A unique aspect of multivariate testing in the online space is that testing needs to be conducted across platforms that include a desktop, a laptop, a tablet, and a smartphone. The existing design literature does not offer precise guidance for such a multi-platform context. The primary focus of this paper is to fill this void in the literature. Our primary contribution is that we develop a multi-platform, multivariate design that allows us to uncover effects for each platform and compare
test results across different platforms by studying the interactions of design factors and platforms. We develop a new factorial design, called the sliced factorial design, that is used to perform a multivariate test within each platform.

We propose a novel sliced effect hierarchy principle that generalizes the widely used effect hierarchy principle to the multi-platform context. We show that widely used resolution and aberration criteria fail to satisfy the sliced effect hierarchy principle. To address this problem, we propose sliced resolution and sliced aberration as the design criteria for our multi-platform context. It is well known that minimum aberration designs are popular among practitioners and tables to construct
them are readily available in software and textbooks. In an effort to build upon the rich results of the aberration literature, we prove a theorem that connects sliced factorial designs to minimum aberration designs. This theorem helps construct sliced factorial designs that we propose. Using the novel design criteria and this theorem, we develop two algorithms to construct sliced factorial designs. The first algorithm is for the case where all combinations of design factors are feasible for all platforms. This algorithm works for both symmetric and asymmetric designs. The second algorithm is usable in situations where some combinations of design factors may be infeasible for some platforms.

We find that it is desirable to have the sliced factorial design be divided into homogeneous slices: experimental versions made for a slice should be as similar as possible to the ones for other slices. In terms of resources, the multivariate design we propose requires a smaller number of versions compared to other designs. From the standpoint of cost, this is highly desirable aspect of the designs we propose. We illustrate that although slices are used to uncover factor effects within each platform, the sliced factorial design can be used to compare the results across different platforms.

Finally, we illustrate our novel design framework in the context of an empirical email optimization application intended to improve engagement for a digital magazine. The dependent variable of interest was page views and involved over 25000 users. Algorithm 1 was used to generate a sliced factorial design for this study. Google Analytics was used to record the number of page views for each version. Lenth’s test, which is well suited for such data, revealed interesting insight about how different factors were effective for different platforms. Based on the results for this multi-platform experiment, the expected gain in page views for the two platforms was 16% and 7%.

In closing, we hope that the proposed design framework will become a useful way for practitioners to design and analyze multi-platform experiments online.
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